
CSC380: Principles of Data Science

Midterm review

Chicheng Zhang

credit: Jason Pacheco, Kwang-Sung Jun’s slides & Watkins, J. “Intro. to the Science of Statistics”
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Summary statistics for HWs

• HW1
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Summary statistics for HWs

• HW2
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General suggestions on midterm preparation

• Prioritize reviewing basic concepts & ideas
• Remember, you can bring a cheatsheet with necessary technical details

• Understand the motivations of concepts

• “Math should be there to aid understanding, not hinder it.” – Hal Daume III

• “Memorization with understanding”

• Try to solve these on your own, then discuss with classmates
• “Quiz Candidate” questions

• Sample midterm

• HW questions (esp. if you did not get them right the first time)
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Probability

• Basic definitions: outcome space, events

• Probability 𝑃: maps events to [0,1] values
• Three axioms

• Axiom 3: additivity

• Special case of 𝑃: all outcomes are equally likely
• Happens when we flip a fair coin, roll two fair dice, etc

• Does not apply when we flip unfair coins, etc

• Calculating probability: Inclusion-exclusion rule; law of total probability
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Probability

• Conditional probability 𝑃 𝐸 𝐶 ≔
𝑃 𝐸∩𝐶

𝑃(𝐶)

• Is 𝑃 𝐴 𝐵 ≠ 𝑃 𝐵 𝐴 in general?

• Properties: chain rule, law of total probability, Bayes rule
• Important application: medical diagnosis

• Approach: write down the joint probability table

• Independence of events: 𝑃 𝐴, 𝐵 = 𝑃 𝐴 𝑃(𝐵)
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Probability

• Discrete random variable (RV) 𝑋 (e.g. outcome of a die roll)

𝑋 = 𝑥 is an event

• Representation of its distn: probability mass function (PMF)
• Tabular representation of joint distribution of two RV’s (𝑋, 𝑌)

• Law of total probability, conditional probability, chain rule, Bayes rule on 
RVs

• Independence and conditional independence of RV’s

• Useful discrete distns: uniform, Bernoulli, binomial, multinomial
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Probability

• Continuous RVs 𝑋: P 𝑋 = 𝑥 = 0 for any 𝑥

• Key representation tool for distn: 𝑝, probability density function (PDF)

𝑃 𝑎 < 𝑋 ≤ 𝑏 = 𝑎׬
𝑏
𝑝 𝑥 d𝑥 : area under the PDF 

• Useful continuous distns and their PDFs:
• Uniform, exponential, Gaussian (important properties)

• Cumulative density functions (CDF): 𝐹 𝑡 = 𝑃(𝑋 ≤ 𝑡)
• Well-defined for discrete & continuous RVs (its shape in respective settings?)
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Probability

• Moments of random variables

• Calculate mean (expectation) and variance of RVs

• (Very useful) Expectation value formula: 

E 𝑓 𝑍 =෍

𝑧

𝑓 𝑧 𝑃(𝑍 = 𝑧)

• Also applies for 𝑍 = (𝑋, 𝑌)

• Linearity of expectation: E 𝑋 + 𝑐𝑌 = E 𝑋 + 𝑐E[𝑌] for constant 𝑐
• What about Var 𝑋 + 𝑐𝑌 ?

• Moments of useful distns: Bernoulli, binomial, Gaussian
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Probability

• A “mixed” 2nd moment: covariance
Cov 𝑋, 𝑌 = 𝐸 𝑋 − 𝐸 𝑋 𝑌 − 𝐸 𝑌 = 𝐸 𝑋𝑌 − 𝐸 𝑋 𝐸 𝑌

• Measures linear relationship between 𝑋, 𝑌
Cov 𝑋, 𝑌 = 0⇏𝑋 ⊥ 𝑌

• Pearson correlation: 𝜌 =
Cov 𝑋,𝑌

𝜎𝑋𝜎𝑌
, where 𝜎𝑋 = Var(𝑋)

• Important property: Var 𝑋 + 𝑌 = Var 𝑋 + Var 𝑌 + 2Cov 𝑋, 𝑌
• What if 𝑋, 𝑌 are independent?
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Statistics

• Statistics: make statements about data generation process based on 
data seen; reverse engineering

• Point estimation

• Given iid samples 𝑋1, … , 𝑋𝑛~𝒟𝜃, estimate 𝜃 by constructing statistics ෠𝜃𝑛
• Basic estimators: sample mean, sample variance

• Performance measures: unbiasedness, consistency, MSE (efficiency)

• Bias-variance decomposition: 

• MSE መ𝜃 = bias መ𝜃
2
+ var( መ𝜃)

• Useful probability tools:
• Law of Large Numbers

• Central Limit Theorem 
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Piazza review questions this week

• Bias-variance tradeoff happens when we fix the dataset and vary estimators

• An elementary example: 
• 𝑋1, … , 𝑋𝑛~𝒟 with population mean 𝜇

• ො𝜇 = 𝜆 ⋅
1

𝑛
σ𝑖=1
𝑛 𝑋𝑖

• 𝜆 = 0 => high bias, zero variance

• 𝜆 = 1 => zero bias, high variance

• Recommended video: The weirdest paradox in statistics (and machine learning)

• Revisit Faraz’s answer after lecture “predictive modeling”
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Statistics

• Maximum likelihood (MLE): a general approach for point estimation

• Given 𝑋1, … , 𝑋𝑛~𝒟𝜃∗, estimate 𝜃∗ by finding the maximizer of the 
likelihood function

ℒ𝑛 𝜃 = 𝑝 𝑥1, … , 𝑥𝑛; 𝜃 = 𝑝 𝑥1; 𝜃 ⋅ … ⋅ 𝑝 𝑥𝑛; 𝜃

• Intuition: ℒ𝑛 𝜃 measures the “goodness of fit” of 𝒟𝜃 to data 𝑥1, … , 𝑥𝑛

• 𝒟𝜃 can be general, e.g. Bernoulli, Gaussian, Poisson (in HW3)
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Statistics

• MLE in action

• E.g. HW3, P3

1. Write down the (log)-likelihood function

2. Find the parameter that maximizes the likelihood
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HW3, P3 further explained

• 𝑝 𝑥; 𝜆 =
𝜆𝑥

𝑥!
𝑒−𝜆, 𝑥1 = 5, 𝑥2 = 6, 𝑥3 = 8

• Goal: estimate 𝜆

1. Write down the likelihood function
• Under model 𝑝(𝑥; 𝜆), how likely we are to observe this dataset?

𝐿 𝜆 = 𝑝 𝑥1, 𝑥2, 𝑥3; 𝜆 = 𝑝 𝑥1; 𝜆 ⋅ 𝑝 𝑥2; 𝜆 ⋅ 𝑝(𝑥3; 𝜆)

=
𝜆5

5!
𝑒−𝜆 ⋅

𝜆6

6!
𝑒−𝜆 ⋅

𝜆8

8!
𝑒−𝜆

2. Find the parameter 𝜆 that maximizes the likelihood

• 𝐿 𝜆 = const ⋅ 𝜆19 𝑒−3𝜆

• Or equivalently, maximizing ℓ 𝜆 = ln 𝐿 𝜆 = const + 19 ln 𝜆 − 3𝜆

• Can find the maximizer by e.g. solving 𝐿′ 𝜆 = 0
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Statistics

• Confidence interval (interval estimation)

• Definition of confidence intervals:
• Given data 𝑋1, … , 𝑋𝑛~𝒟𝜃 with unknown 𝜃 (say, 𝒟𝜃 = 𝒩(𝜃, 1))

• Construct 𝑎𝑛, 𝑏𝑛 (that depends on 𝑋1, … , 𝑋𝑛), such that 
𝑃 𝜃 ∈ 𝑎𝑛, 𝑏𝑛 ≥ 1 − 𝛼

• Interpretation: unless we are extremely unlucky (in that we encounter 

an unrepresentative dataset, which happens with prob. ≤ 𝛼), our 
confidence interval always contains the underlying parameter

• NOTE: for a fixed dataset, 𝜃 ∈ 𝑎𝑛, 𝑏𝑛 is no longer random!
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Statistics

• Confidence intervals for population mean: 
• Gaussian(naive):

Ƹ𝜇 −
𝑧1−𝛼/2ෝ𝜎

𝑛
, Ƹ𝜇 +

𝑧1−𝛼/2ෝ𝜎

𝑛
, 𝑧1−𝛼/2 = 1 − 𝛼/2-quantile of 𝒩(0,1)

• Gaussian(corrected): 

Ƹ𝜇 −
𝑡1−𝛼/2ෝ𝜎

𝑛
, Ƹ𝜇 +

𝑡1−𝛼/2ෝ𝜎

𝑛
, 𝑡1−𝛼/2 = 1 − 𝛼/2-quantile of 𝑡 distribution (degree of 

freedom=?)

• We expect you to be able to compute them on a small dataset

• Confidence intervals for general population parameters: bootstrap 
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• Issue: for estimating general population parameters 𝜃, it may 
not be a good idea to approximate the distribution of ෠𝜃𝑛 − 𝜃 by 

Gaussian (or 
෡𝜃𝑛−𝜃

stderr
by t-distribution), especially for small 𝑛
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Piazza review questions

• First, bootstrap applies to general interval estimation beyond population mean
• Drawback: computational cost

• For population mean: 
• Gaussian(Corrected) is always preferred than Gaussian (Naive)

• But for large sample size N, Gaussian(Naive) is almost equivalent to Gaussian(Corrected) (can you see 
why?)

• https://math.stackexchange.com/questions/1350635/when-do-i-use-a-z-score-vs-a-t-score-for-confidence-intervals
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Statistics

• Hypothesis testing
• Given dataset 𝑆
• Goal: decide whether the data distribution satisfies: 

• 𝐻0: null hypothesis 

• 𝐻1: alternative hypothesis

• Paired t-test
• Applications?
• What satisfies the t-distribution, under what setting?
• What is the test?

• 𝑇𝑛 ≔ 𝑛
ෝ𝜇𝑛
෣𝑈𝑉𝑎𝑟𝑛

, reject if 𝑇𝑛 ≥ 𝑡1−𝛼/2

25
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Statistics

• It depends on the specific hypothesis test we use

• For paired t-test: 
• After computing 𝑇𝑛, 𝑝 = the smallest 𝛼 such 

that 𝑇𝑛 ≥ 𝑡1−𝛼/2
• 𝑝 = 2(1 − 𝐹 |𝑇𝑛| )
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Data analysis

• Types of data:
• Qualitative: nominal and ordinal

• Quantitative: discrete and continuous

• Summary statistics
• Mean, median, min, max
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