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The supervised learning problem



• Training / test data: datasets comprised of labeled examples: pairs of (feature, label)

• Question: what makes a test procedure “reasonable”?

• Test data: should it come from some other population? Should it overlap with the training data?

• Compare predicted labels with true labels: how?

Recap: Supervised learning
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Supervised learning: formal setup

• Training and test data are drawn independently from the same data generating distribution 𝐷

• IID: independent and identically distributed

• Training and test data are independent
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Supervised learning: formal setup (cont’d)

• Scenario 1: classification
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• Scenario 2: regression

2000 sqft ,    $907K

function
(”regressor”)

$840K

How to evaluate?

• Loss function ℓ: measuring the 
prediction quality with respect to 
ground truth label

• Examples: 

• Zero-one loss

ℓ 𝑦, ො𝑦 = 𝐼 𝑦 ≠ ො𝑦 - classification

• Square loss

ℓ 𝑦, ො𝑦 = 𝑦 − ො𝑦 2 - regression

• Absolute loss: 

ℓ 𝑦, ො𝑦 = |𝑦 − ො𝑦| - regression



Supervised learning setup: putting it together

• Goal: design learning algorithm 𝒜 such that its output 𝑓 on 

iid training data 𝑆 has low generalization error
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Generalization error: 𝐿𝐷(𝑓) =  E 𝑥,𝑦 ∼𝐷 ℓ 𝑦, 𝑓(𝑥)

training data 𝑆
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Supervised learning algorithm: decision trees



Example: course recommendation

• Build a software: given a student, recommend a set of courses that s/he likes

• Induced supervised learning problem:
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course description
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predictor 𝑓 rating ∈ {+,−}



node
root node
leaf node
internal node

parent
children
subtree
depth

• Key advantage of using decision trees for decision 
making: intepretability

• Useful in consequential settings, e.g. medical 
treatment, loan approval, etc.

Decision trees: basic terminology
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guess=prediction

left=no
right=yes

Prediction using decision trees

• Test: predict using a decision tree:

• Training: how to design a learning algorithm 𝒜 that can build trees 𝑓 from training data?
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Generalization error vs. training error

• The training data 𝑆 = 𝑥𝑖 , 𝑦𝑖 𝑖=1
𝑚

• Given a predictor 𝑓, its training error 𝐿𝑆(𝑓) = E 𝑥,𝑦 ∼𝑆 ℓ 𝑦, 𝑓(𝑥) =
1

𝑚
σ𝑖=1
𝑚 ℓ(𝑦𝑖 , 𝑓(𝑥𝑖))

• Consider zero-one loss, ℓ 𝑦, ො𝑦 = 𝐼 𝑦 ≠ ො𝑦 ⇒ 𝐿𝑆 𝑓 = E 𝑥,𝑦 ∼𝑆 𝐼 𝑦 ≠ 𝑓(𝑥) = 𝑃 𝑥,𝑦 ∼𝑆 𝑦 ≠ 𝑓(𝑥)

• Heuristic: 𝑓 with low 𝐿𝑆(𝑓) ⇒ 𝑓 with low 𝐿𝐷(𝑓)

• Also known as the “Empirical risk minimization” (ERM) approach

• Issues with ERM?

• How easy is it to compute a decision tree 𝑓 that minimize 𝐿𝑆(𝑓)?

• 𝑘-node decision tree, 𝑑-dimensional data ⇒ at least 𝑂(𝑑𝑘) time complexity

• Can we design efficient algorithms?
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Decision tree training: single level case

• Q: if I could only ask one question (design a depth-1 tree), 
what question would I ask?

• Intuition: look at the histograms of labels for each feature

• Which feature is better, ‘easy’ or ‘AI’?

• Best training accuracy using ‘easy’: 

( max(6,4) + max(6,4) ) / 20 = 0.6

• Best training accuracy using ‘AI’:

( max(9,2) + max(3,6) ) / 20 = 0.75
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Histogram calculation



Decision tree training: single level case

• In formula:

• Score(𝑓, 𝑆) ≔ max 𝑃𝑆 𝑦 = +, 𝑥𝑓 = 𝑦𝑒𝑠 , 𝑃𝑆 𝑦 = −, 𝑥𝑓 = 𝑦𝑒𝑠

+max 𝑃𝑆 𝑦 = +, 𝑥𝑓 = 𝑛𝑜 , 𝑃𝑆 𝑦 = −, 𝑥𝑓 = 𝑛𝑜

• Written in conditional probability:

= max 𝑃𝑆 𝑦 = + 𝑥𝑓 = 𝑦𝑒𝑠 , 𝑃𝑆 𝑦 = − 𝑥𝑓 = 𝑦𝑒𝑠 ⋅ 𝑃𝑆 𝑥𝑓 = 𝑦𝑒𝑠

+ max 𝑃𝑆 𝑦 = + 𝑥𝑓 = 𝑛𝑜 , 𝑃𝑆 𝑦 = − 𝑥𝑓 = 𝑛𝑜 ⋅ 𝑃𝑆 𝑥𝑓 = 𝑛𝑜

• e.g. Score(′easy′, 𝑆)= max(0.6, 0.4) × 0.5 + max(0.6, 0.4) × 0.5 = 0.6
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Decision tree training: general level case

• High-level idea: greedy + divide & conquer

• Build the root of the tree greedily 

• Build the left and left subtrees recursively

• When to stop the recursion?
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answer=label
unambiguous=achieves 100% acc.

Score(𝑓, 𝑆) ≔ max 𝑃𝑆 𝑦 = +, 𝑥𝑓 = 𝑦𝑒𝑠 , 𝑃𝑆 𝑦 = −, 𝑥𝑓 = 𝑦𝑒𝑠

+max 𝑃𝑆 𝑦 = +, 𝑥𝑓 = 𝑛𝑜 , 𝑃𝑆 𝑦 = −, 𝑥𝑓 = 𝑛𝑜

Q: is this algorithm guaranteed to terminate?



Dealing with various types of features

• Binary: 𝑥𝑓 ∈ {0,1}

• Node: 𝑥𝑓 = 0?

• Categorical: 𝑥𝑓 ∈ {1,2, … , 𝐶}

• Node: 𝑥𝑓 ∈ 𝑖1, … , 𝑖𝑙 ?

• real value: 𝑥𝑓 ∈ R

• Node: 𝑥𝑓 ≤ 𝑧?
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Q: what is the best depth-0 decision tree, 
and what is its accuracy?
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(3) is divided by 2 
so the plot looks 
comparable

• Score(f) = a measure of informativeness of f
• Approach: find a split that maximizes informativeness / reduces uncertainty (“chaoticness”)
• Uncertainty measures of population: 

Decision tree training: generalized scores

log here is base-2 
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Decision tree training: generalized scores
• Multiclass classification setting: 𝒴 = {1,… , 𝐾}
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Decision tree training: generalized scores

=: Score(ℎ, 𝑆) (Generalized)



Generalized splitting criteria in action

• Entropy uncertainty:

𝑢 𝑆 = σ𝑦0∈{+,−}
𝑃𝑆 𝑦 = 𝑦0 log

1

𝑃𝑆(𝑦=𝑦0)

• Score 𝑆, 𝑓 = 𝑢 𝑆 − 𝑝𝐿 𝑢 𝑆𝐿 + 𝑝𝑅 𝑢 𝑆𝑅

• E.g. for the above 𝑆, Score(′easy′, 𝑆) = 0, because: 

• 𝑢 𝑆 = 0.6 log
1

0.6
+ 0.4 log

1

0.4
,  𝑝𝐿 = 0.5, 𝑝𝑅 = 0.5

• 𝑢 𝑆𝐿 = 𝑢 𝑆𝑅 = 0.6 log
1

0.6
+ 0.4 log

1

0.4

• In this case, Score 𝑆, 𝑓 is also known as the mutual information between 𝑥𝑓 and 𝑦 under 𝑃𝑆
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𝑃𝑆 𝑥𝑓 = 𝑛𝑜
෍

𝑦0∈{+,−}

𝑃𝑆 𝑦 = 𝑦0 ∣ 𝑥𝑓 = 𝑛𝑜 log
1

𝑃𝑆 𝑦 = 𝑦0 ∣ 𝑥𝑓 = 𝑛𝑜
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Stop splitting when there is no reduction in uncertainty? This is a bad idea!

• Any axis-aligned split has no reduction on uncertainty on 𝑆
• However, a depth-2 decision tree (with axis-aligned splits) has zero training error 

0 1

0

1

The ‘XOR’ data: 



Overfitting can happen

• “Spurious” patterns can be learned.
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A better alternative:



Next lecture (8/29)

• Supervised learning: what to do if the data distribution is known?

• Models, parameters, hyperparameters

• Practical considerations

• Assigned reading: CIML Chap. 2 (Limits of learning)

• HW 0 due
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