
CSC380: Principles of Data Science

Final review
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Announcements 5/7

• We will continue to hold office hours until final!

• Office hour next Tuesday 5/13 moved to 10am

• Project submission 
• We created a ‘project code’ entry in gradescope

• Submit your data there as well
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Logistics

• Time: May 13 3:30-5:30pm

• Place: WSEL200W (here)

• You are welcome to:
• Bring calculators

• Bring a letter-size “cheatsheet” (formulas, examples, pictures)

• Scope: 
• topics covered after midterm
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Logistics

• Problem types:
• True/False questions (8 questions, 16pts)

• We also ask you to provide brief justifications

• Multiple-choice questions (6 questions, 24pts)
• There can be multiple correct choices

• Select all correct choices to get full credit

• Free-form questions (about 9 questions, total 60 pts)
• We don’t expect them to be calculation heavy (mainly assessing 

understanding of basic concepts / methods)

• We expect answers with justifications (steps)
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General tips

• Review: 
• Lecture slides

• Homeworks

• Quizzes

• Practice problem set

• We will go over some example questions below
• We will also release answer keys soon

• Let us know if anything is unclear
• We are here to help (in office hours or online)
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Q1

• Linearity of expectation 

• E 3𝑋 − 5 = E 3𝑋 − 5 = 3 E 𝑋 − 5 = 10
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Q4

... after some work, we found that Var 𝑋 = 4.56

How can we find Var 𝑌 = Var(2𝑋 − 10)?

Var 2𝑋 − 10 = Var(2𝑋) 

                      = 22 Var 𝑋 = 18.24
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Variance is preserved with constant shifts

Var(aX) = 𝑎2 Var(X)



Q3

• Actually, this problem needs some extra conditions to be 
solvable..  

• We need to assume that 𝑋1, … , 𝑋𝑛 are independent

• What is the type of distribution of Ƹ𝜇?
• Gaussian

• What specific Gaussian distribution does Ƹ𝜇 follow?
• Figure out its mean and variance 

• See quiz 7 

8



Q5

• This is a tricky question.. (such questions are rare in exam)

• Idea 1: 
• Figure out all values 𝑍 can take

• Find P 𝑍 = 0 = 𝑃 𝑋 = 0, 𝑌 = 0 , 

          P 𝑍 = 1 = 𝑃 𝑋 = 0, 𝑌 = 1 + 𝑃 𝑋 = 1, 𝑌 = 0

          ... 

• Tons of calculations
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(0, 1, .., 18)



Q5

• This is a tricky question.. (such questions are rare in exam)

• Idea 2: 
• Think about these random variables physically

• X = #shots made in the first 10 trials (with success prob. 0.6)

• Y = #shots made in the next 8 trials (with success prob. 0.6)

• X+Y = #shots made in a total of 18 trials (with success prob. 0.6)

• Thus, ∼ Binomial(18, 0.6)
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Q9

1. From joint distribution to marginal distribution: marginalization

2. How to tell if A and B are independent?
4 equalities need to hold: 𝑃 𝐴 = 0, 𝐵 = 0 = 𝑃 𝐴 = 0 𝑃 𝐵 = 0 … . 
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Q19

• Correlation coefficient 𝜌 is always in [-1, 1]

• 𝜌 = -1 / +1 : 𝑋, 𝑌 are perfectly negatively / positively correlated 
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Example true/false question

• True or false: expectation of product of two random variables 
𝑋, 𝑌 is equal to the product of expectations of 𝑋, 𝑌 

• Is E 𝑋𝑌 = E 𝑋  E[𝑌] ?

• Not necessarily – the above is equivalent to Cov 𝑋, 𝑌 = 0 

• this is false when 𝑋, 𝑌 are positively / negatively correlated
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Cov 𝑋, 𝑌 = E 𝑋𝑌 − E 𝑋  E[𝑌]



Q12

• Again this is a harder question (maybe better for HWs)

• Step 1: write down the log-likelihood

ln 𝐿 𝜃 = ෍

𝑖=1
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ln 𝑓(𝑥𝑖; 𝜃)
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𝑓(𝑥𝑖; 𝜃): PMF of Binomial(3,𝜃) on example 𝑥𝑖

=
3

𝑥𝑖
𝜃𝑥𝑖 1 − 𝜃 3−𝑥𝑖

Taking the natural log, it is ln 3
𝑥𝑖

+ 𝑥𝑖ln 𝜃 + (3 − 𝑥𝑖)ln(1 − 𝜃) 



Q12

• Step 2: simplify the log-likelihood 

ln 𝐿 𝜃 = ෍

𝑖=1

4

𝑥𝑖 ln 𝜃 + 3 − 𝑥𝑖 ln(1 − 𝜃) + ln
3

𝑥𝑖

                         = 6 ln 𝜃 + 6 ln 1 − 𝜃 +  constant

Step 3: find the parameter that maximize the log-likelihood 

  as given by the hint, finding stationary point of ln 𝐿 𝜃  suffices
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An example multiple-choice question

• Answer: 1, 3

• Points will be calculated based on the correctness of each 
check box
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Q14

• General methodology: represent the probability using some 
RV whose distribution we know about (e.g. N(0,1))

• Here, we can consider the Z-statistic: 

                            𝑍 = 𝑛
ത𝑋𝑛−𝜇

𝜎
∼ 𝑁(0,1)
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Holds approximately, by CLT



Q14

• Can we write it in terms of 𝑍? 

               𝑃 𝑍 ≤
𝑛

4
≥ 0.99 

• Since norm.ppf(0.995) = 2.58
𝑃 𝑍 ≤ 2.58 ≥ 0.99

• We should pick 𝑛 such that 
𝑛

4
≥ 2.58 ⇒ 𝑛 ≥ 106.5 
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𝑍 = 𝑛
ത𝑋𝑛 − 𝜇

𝜎



Q24

    𝑓 𝑥 : classifier’s prediction        𝑦: example’s true label

Random classifier: 𝑓 𝑥  and 𝑦 and independent

Accuracy: P 𝑓 𝑥 = 𝑦 = 𝑃 𝑓 𝑥 = 1, 𝑦 = 1 + 𝑃 𝑓 𝑥 = 0, 𝑦 = 0
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independence, = 0.6 * 0.1 independence, = 0.4 * 0.9

= 0.06 + 0.36 =  0.42



Q24

    𝑓 𝑥 : classifier’s prediction        𝑦: example’s true label

Random classifier: 𝑓 𝑥  and 𝑦 and independent

F-score:
2

𝑅𝑒𝑐𝑎𝑙𝑙−1+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛−1

Recall: 𝑃 𝑓 𝑥 = 1 𝑦 = 1 = 𝑃 𝑓 𝑥 = 1 = 0.6

Precision: 𝑃 𝑦 = 1 𝑓(𝑥) = 1 = 𝑃 𝑦 = 1 = 0.1

F-score = 0.171

20



Q29

• First, we always recommend drawing a 2D picture for such 
geometric problems 
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Q29

k-means repeat:

step 1. re-assigning the clusters

step 2. update the centroids 

Iteration 1:

step 1: 𝑥2, 𝑥3 goes to cluster 1, 𝑥1 goes to cluster 2

why?
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Q29

• Iteration 1:

     step 1: 𝑥2, 𝑥3 goes to cluster 1, 𝑥1 goes to cluster 2

     𝑥2 is closer to 𝑐1 than 𝑐2

 How to verify this rigorously?

     ||𝑥2 − 𝑐1|| = || 0,1 − 0,0 || = ||(0,1)|| 

                      = 02 + 12 = 1

     ||𝑥2 − 𝑐2|| = || 0,1 − 4,4 || = 5

      step 2: new centroids:

      𝑐1 updated to (0.5,0.5), 𝑐2 updated to (3,4) 
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Also useful in nearest neighbor classification



Q29

Iteration 2:

step 1: 𝑥2, 𝑥3 goes to cluster 1, 𝑥1 goes to 
cluster 2

step 2: new centroids: 𝑐1 updated to (0.5,0.5), 
𝑐2 updated to (3,4) 
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The centroids don’t move any more. 

We are done!



Hope you all excel in finals!
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